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ABSTRACT 

In this paper, we propose a system to estimate head 

poses only using depth information in real-time, thus 

does not even need illumination. We first track the 

user’s nose, and sample an amount of 3D points around 

the nose. Then we use a plane to fit the point cloud by 

least square error method, and the normal vector of the 

plane yields yaw and pitch angles of the user’s head 

orientation. On the other hand, the rolling angles are 

estimated by fitting the head contours with an ellipse. 

Our system adopt depth cameras such as Microsoft 

Kinect Sensor which has the capability to estimates the 

depth information in real-time. We also propose 

algorithms to address the problem of noises in the depth 

maps.  Our system is not affected by the illumination 

conditions in environments since only depth information 

is required in our system. We demonstrate that 3D head 

pose estimation in the range of       in pitch, yaw and  

     in roll angle can be achieved at 30 fps with noisy 

depth data and without the user calibration.  
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Fig.1: The goal of this system is to estimate the threes 

degree of freedom of head poses in real-time. 

              
(a)                           (b)                          (c) 

Fig.3: (a) Detect and track user’s nose and (b) sample 

several points from the nose’s neighboring area, (c) 

then apply least square error algorithm to fit a plane to 

the sample points. 
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Fig.2: In order to locate the nose correctly, a reverse 

rotation transform is applied to the whole point cloud (a) 

to rotate the head back to the normal pose (b). Green 

circle indicates the shallowest point while red circle 

indicates the shallowest point after reverse rotation. 

 

RESULTS 

The results of a user who makes ten arbitrary pose. The 

first and fourth columns show what pose users make. 

Note that our system doesn’t take any advantage from 

these color images so that it still performs well when the 

there is no lighting in the environment. 
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